


Technical information to build a bomb easily available
Gallucci, 2008 - dean of Georgetown University's School of Foreign Service, Robert L. November-December 2008, The National Interest, p. online
Ultimately, though, the size observation is not really reassuring. There are just too many variables involved, and ignorance on the part of the current generation of analysts is not the most important one. It is certainly arguable that if terrorists manage to get their hands on enough highly enriched uranium, rather than plutonium, and the overall size of the whole bomb package was not limited by the requirements of the method of delivery, there is enough information available these days for a terrorist organization to make a bomb of the simple "gun type" design and yield used at Hiroshima. If true, this would make the higher-yield city-buster quite plausible, even assuming no special knowledge of nuclear-explosive design. However, it would require some expertise in nuclear engineering, high explosives and metallurgy. Moreover, drawing conclusions from first attempts at nuclear explosions using plutonium and the more technically demanding "implosion" design, whether by India or North Korea, may not be particularly relevant, especially when we are uncertain about those governments' intent, or "design yield."

2AC States CP
More evidence 
King et. al. ’11 (Marcus King , LaVar Huntzinger , Thoi Nguyen, CNA Think Tank, Environment and Energy Team, “Feasibility of Nuclear Power on U.S. Military Installations”, March 31, 2011, LEQ)

Certification and licensing issues The most basic licensing issue relates to whether NRC will have jurisdiction over potential nuclear reactor sites or whether DoD could be self-regulating. Our conversations with NRC indicate it is the only possible licensing authority for reactors that supply power to the com- mercial grid. However, DOE and DoD are authorized to regulate mission critical nuclear facilities under Section 91b of the Atomic Energy Act. There is some historical precedent for DoD exercising this authority. For example, the Army Nuclear Program was granted exception under this rule with regard to the reactor that operated aboard the Sturgis barge in the 1960s and 1970s.

Race to the bottom kills solvency
Shobe and Burtraw ’12 [William M. Shobe, Director, Center for Economic and Policy Studies Weldon Cooper Center for Public Service Professor of Public Policy, Frank Batten School of Leadership and Public Policy, Dallas Burtraw, PhD in Economics from University of Michigan, Senior Fellow at Resources for the Future, “Rethinking Environmental Federalism in a Warming World,” http://www.rff.org/rff/Documents/RFF-DP-12-04.pdf]
For local environmental problems, a state may become involved in a race to the bottom if the mobility of investment away from higher regulation swamps the reciprocal mobility of other resources into the state in response to the cleaner environment. This logic is often invoked as a rationale for nationalizing environmental regulation and may apply well to climate change, where the consequences of a changing climate may have very different local effects in physical terms (temperature, precipitation, fire) and economic terms. Moreover, the cost of controlling local GHG emissions may vary considerably but does not have any obvious correlation with the local environmental consequences, either in absolute terms or in relation to other states. There is no more reason to expect localities to choose stringent controls on a global pollutant or to expect firms engaged in global commerce to locate in jurisdictions that choose such controls (in fact, the opposite) than there is to expect individuals to make optimal voluntary contributions to national defense expenditures.
States rely on public data agencies - can’t manage the plan 
Milford et al ’12 [Lew Milford is a non-resident senior fellow at Brookings and president of Clean Energy Group. Mark Muro is a senior fellow and director of policy for the Metropolitan Policy Program at Brookings. Jessica Morey is a consultant to Clean Energy Group. Devashree Saha is a senior policy analyst at the Brookings Metropolitan Policy Program. Mark Sinclair is executive director of Clean Energy States Alliance, “Leveraging State Clean Energy Funds for Economic Development,” January, http://www.brookings.edu/~/media/research/files/papers/2012/1/11%20states%20energy%20funds/0111_states_energy_funds.pdf]

Inadequate industry information. Most states possess insufficient information about their instate clean energy industries, jobs, suppliers, and other infrastructure. 14 Such data is critical to the effective targeting of state CEF money, but too little information is available on the economic, finance, supply chain, and labor force problems facing clean energy sector growth. Moreover, the way that industry information is now collected by public data agencies is inadequate, with vague industry identification codes that do not accurately capture new industry groups. As a result, it is extremely expensive for any one state to develop this information. But without the information, states have a difficult time developing targeted economic development programs to support their comparative advantage industries. Finally, in part because of these data gaps, states rarely have rigorous performance management and evaluation metrics in place to evaluate their clean energy programs for revision or replacement.
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Disease
Sats key to disease monitoring
Harmon ‘9 (Katherine, News Reporter @ Scientific American “Satellites Used to Predict Infectious Disease Outbreaks” 8/24, http://www.scientificamerican.com/author.cfm?id=1822)

Rather than searching for weird weather or enemy missiles, some satellites are helping researchers to track—and predict—the spread of deadly diseases. With the pandemic spread of H1N1 swine fluand the continued advance of the H5N1 avian flu, scientists are anxious to better predict the spread of infectious diseases and are looking for new tools wherever they might be—even if that's hundreds of miles in the sky. "Ideally we could predict conditions that would result in some of these major outbreaks of cholera, malaria, even avian flu," says Tim Ford of the University of New England in Biddeford, Maine. Ford and a group of experts have co-authored a perspective paper (pdf), due out next month in Emerging Infectious Diseases, that proposes making use of environmental data—tracked via satellite—to predict disease outbreaks. "As climate changes, and even with many of our weather patterns, [it] directly affects the distribution of disease," Ford says. Hantavirus, the pulmonary disease spread by rodents, for example, has been linked to changes in precipitation. With more rainfall, vegetation increases, which then fuels rodent populations. And pinpointing an area as relevant conditions emerge—before an outbreak starts—buys precious time to spread public health messages. Satellite imaging can also help warn of cholera outbreaks, which are predicted to worsen with climate change. The satellites provide information about water surface temperatures, which are key to the spread of this waterborne disease. One study found that giving people simple preventative instructions, such as filtering water through a sari cloth, reduced cholera-related deaths by an estimated 50 percent in some areas. Remote data have already been used to map the avian flu in Asia. Xiangming Xiao, associate director of the University of Oklahoma's Center for Spatial Analysis in Norman, has been tracking likely outbreaks of this highly pathogenic flu by looking for key habitat and weather changes. The domestic duck—determined to be the main carrier of the disease—is a common inhabitant of Southeast Asia's rice paddies, and the movement of migratory birds—a secondary carrier—could be predicted based on temperatures. So using both land-use and temperature information from satellites, Xiao and his team could track the spread of the flu by estimating where the birds would be. If visual data from satellites is combined with information from radar and LiDAR, (light detecting and ranging, which provides laser-measured data about 3-D contours), Xiao explains, researchers can really hone prediction of some diseases down to a tree line. "You can look at… the transition of pasture grassland to forests," he says, habitats which determine the range of deer. "And this has very important implications for tick-borne diseases, like Lyme disease." Much of the satellite work, however, still relies on clear skies. And all of it has been dependent on quality information from willing providers, such as NASA and its Earth Observing System, the availability of which researchers hope will continue in the future. Even with the clearest NASA images, though, current methods are far from perfect. They employ complex models and incomplete information, risking false alarms and missed outbreaks. The satellite data are still just a portion of the equation. They allow researchers to start "standing back and looking at the picture from a distance," Ford says. He and others are heavily reliant on ground-based measurements and observations. Xiao notes that, "the in situ observations are still very, very important. So the key is to combine those together—that's a real challenge." To make the predictions as precise as possible takes understanding the ecology not just of the place being studied, but also of the disease and the human population. "You see tremendous variations in different areas," says Ford of how diseases behave, and "in some sense, [that is due to] just difference in human behavior." Judging the severity of avian flu's spread from satellite imaging, for instance, requires knowing how likely certain areas are to keep domestic chickens and ducks—a practice more common in countries that consume more poultry, Xiao explains. And getting precise poultry production statistics can be a real challenge, he notes, as record-keeping can vary greatly among countries and regions. But Ford thinks that even with these limitations, "There's no reason at all we shouldn't be able to say, 'This summer is going to be a bad hantavirus year' or 'This season will likely have a high cholera risk.'" Novel or long-dormant diseases present more challenges for remote prediction. "Whether we can predict emerging diseases is a whole other question," Ford says, especially as their vectors or risk factors might take time to assess. And some diseases that spread among people might turn out to be nearly impossible to predict using satellite and environmental data beyond what researchers already know about seasonal cycles, like that for the seasonal flu. And, the nonseasonal H1N1 flu, for example, "is probably going to be more to do with human patterns [and] rapid transport between countries" than environmental changes that can be mapped, Ford says. Predicting infectious diseases is a crucial step in curbing them, Ford notes. "With all our medical advances and our advances in sanitation…we still have not been able to grapple with diseases," he says. But he is hopeful for the future of satellite-based prediction—even as it becomes a greater necessity in a changing climate and globalized world. "There's really nowhere on the globe that a pathogen can really remain isolated," he says.

Extinction
Yu ‘9 (Victoria, “Human Extinction: The Uncertainty of Our Fate,” Dartmouth Journal of Undergraduate Science, May 22, http://dujs.dartmouth.edu/spring-2009/human-extinction-the-uncertainty-of-our-fate)

In the past, humans have indeed fallen victim to viruses. Perhaps the best-known case was the bubonic plague that killed up to one third of the European population in the mid-14th century (7). While vaccines have been developed for the plague and some other infectious diseases, new viral strains are constantly emerging — a process that maintains the possibility of a pandemic-facilitated human extinction. Some surveyed students mentioned AIDS as a potential pandemic-causing virus.  It is true that scientists have been unable thus far to find a sustainable cure for AIDS, mainly due to HIV’s rapid and constant evolution. Specifically, two factors account for the virus’s abnormally high mutation rate: 1. HIV’s use of reverse transcriptase, which does not have a proof-reading mechanism, and 2. the lack of an error-correction mechanism in HIV DNA polymerase (8). Luckily, though, there are certain characteristics of HIV that make it a poor candidate for a large-scale global infection: HIV can lie dormant in the human body for years without manifesting itself, and AIDS itself does not kill directly, but rather through the weakening of the immune system.  However, for more easily transmitted viruses such as influenza, the evolution of new strains could prove far more consequential. The simultaneous occurrence of antigenic drift (point mutations that lead to new strains) and antigenic shift (the inter-species transfer of disease) in the influenza virus could produce a new version of influenza for which scientists may not immediately find a cure. Since influenza can spread quickly, this lag time could potentially lead to a “global influenza pandemic,” according to the Centers for Disease Control and Prevention (9). The most recent scare of this variety came in 1918 when bird flu managed to kill over 50 million people around the world in what is sometimes referred to as the Spanish flu pandemic. Perhaps even more frightening is the fact that only 25 mutations were required to convert the original viral strain — which could only infect birds — into a human-viable strain (10). 
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Our approach to the 1AC is valid
Owen ‘2 
(David Owen, Reader of Political Theory at the Univ. of Southampton,  Millennium Vol 31 No 3 2002 p. 655-7)
Commenting on the ‘philosophical turn’ in IR, Wæver remarks that ‘[a] frenzy for words like “epistemology” and “ontology” often signals this philosophical turn’, although he goes on to comment that these terms are often used loosely.4 However, loosely deployed or not, it is clear that debates concerning ontology and epistemology play a central role in the contemporary IR theory wars. In one respect, this is unsurprising since it is a characteristic feature of the social sciences that periods of disciplinary disorientation involve recourse to reflection on the philosophical commitments of different theoretical approaches, and there is no doubt that such reflection can play a valuable role in making explicit the commitments that characterise (and help individuate) diverse theoretical positions. Yet, such a philosophical turn is not without its dangers and I will briefly mention three before turning to consider a confusion that has, I will suggest, helped to promote the IR theory wars by motivating this philosophical turn. The first danger with the philosophical turn is that it has an inbuilt tendency to prioritise issues of ontology and epistemology over explanatory and/or interpretive power as if the latter two were merely a simple function of the former. But while the explanatory and/or interpretive power of a theoretical account is not wholly independent of its ontological and/or epistemological commitments (otherwise criticism of these features would not be a criticism that had any value), it is by no means clear that it is, in contrast, wholly dependent on these philosophical commitments. Thus, for example, one need not be sympathetic to rational choice theory to recognise that it can provide powerful accounts of certain kinds of problems, such as the tragedy of the commons in which dilemmas of collective action are foregrounded. It may, of course, be the case that the advocates of rational choice theory cannot give a good account of why this type of theory is powerful in accounting for this class of problems (i.e., how it is that the relevant actors come to exhibit features in these circumstances that approximate the assumptions of rational choice theory) and, if this is the case, it is a philosophical weakness—but this does not undermine the point that, for a certain class of problems, rational choice theory may provide the best account available to us. In other words, while the critical judgement of theoretical accounts in terms of their ontological and/or epistemological sophistication is one kind of critical judgement, it is not the only or even necessarily the most important kind. The second danger run by the philosophical turn is that because prioritisation of ontology and epistemology promotes theory-construction from philosophical first principles, it cultivates a theory-driven rather than problem-driven approach to IR. Paraphrasing Ian Shapiro, the point can be put like this: since it is the case that there is always a plurality of possible true descriptions of a given action, event or phenomenon, the challenge is to decide which is the most apt in terms of getting a perspicuous grip on the action, event or phenomenon in question given the purposes of the inquiry; yet, from this standpoint, ‘theory-driven work is part of a reductionist program’ in that it ‘dictates always opting for the description that calls for the explanation that flows from the preferred model or theory’.5 The justification offered for this strategy rests on the mistaken belief that it is necessary for social science because general explanations are required to characterise the classes of phenomena studied in similar terms. However, as Shapiro points out, this is to misunderstand the enterprise of science since ‘whether there are general explanations for classes of phenomena is a question for social-scientific inquiry, not to be prejudged before conducting that inquiry’.6 Moreover, this strategy easily slips into the promotion of the pursuit of generality over that of empirical validity. The third danger is that the preceding two combine to encourage the formation of a particular image of disciplinary debate in IR—what might be called (only slightly tongue in cheek) ‘the Highlander view’—namely, an image of warring theoretical approaches with each, despite occasional temporary tactical alliances, dedicated to the strategic achievement of sovereignty over the disciplinary field. It encourages this view because the turn to, and prioritisation of, ontology and epistemology stimulates the idea that there can only be one theoretical approach which gets things right, namely, the theoretical approach that gets its ontology and epistemology right. This image feeds back into IR exacerbating the first and second dangers, and so a potentially vicious circle arises.

No root cause – war causes their impacts
Goldstein ‘1—Professor of International Relations at American University, 2001 (Joshua S., War and Gender: How Gender Shapes the War System and Vice Versa, pp.411-412) 
First, peace activists face a dilemma in thinking about causes of war and working for peace. Many peace scholars and activists support the approach, “if you want peace, work for justice”. Then if one believes that sexism contributes to war, one can work for gender justice specifically (perhaps among others) in order to pursue peace. This approach brings strategic allies to the peace movement (women, labor, minorities), but rests on the assumption that injustices cause war. The evidence in this book suggests that causality runs at least as strongly the other way. War is not a product of capitalism, imperialism, gender, innate aggression, or any other single cause, although all of these influences wars’ outbreaks and outcomes. Rather, war has in part fueled and sustained these and other injustices.  So, “if you want peace, work for peace.” Indeed, if you want justice (gener and others), work for peace. Causality does not run just upward through the levels of analysis from types of individuals, societies, and governments up to war. It runs downward too. Enloe suggests that changes in attitudes toward war and the military may be the most important way to “reverse women’s oppression/” The dilemma is that peace work focused on justice brings to the peace movement energy, allies and moral grounding, yet, in light of this book’s evidence, the emphasis on injustice as the main cause of war seems to be empirically inadequate.

Critiquing the social forces around technology encourages Luddism and rejection of progress—they throw out the good with the bad
HUGHES 2006 (James, Ph.D., Public Policy Studies at Trinity College, “Democratic Transhumanism 2.0,” Last Mod Jan 26, http://www.changesurfer.com/Acad/DemocraticTranshumanism.htm)
First, left Luddism inappropriately equates technologies with the power relations around those technologies. Technologies do not determine power relations, they merely create new terrains for organizing and struggle. Most new technologies open up new possibilities for both expanded liberty and equality, just as they open new opportunities for oppression and exploitation. Since the technologies will most likely not be stopped, democrats need to engage with them, articulate policies that maximize social benefits from the technologies, and find liberatory uses for the technologies. If biotechnology is to be rejected simply because it is a product of capitalism, adopted in class society, then every technology must be rejected. The mission of the Left is to assert democratic control and priorities over the development and implementation of technology. But establishing democratic control over technological innovation is not the same as Luddism. In fact, to the extent that advocates for the democratic control of technology do not guarantee benefits from technology, and attempt to suppress technology altogether, they will lose public support.

Concrete energy policy key—that causes a technocratic fill in and destroys informed agency and informed decision-making in politics
Kuzemko 12
[Caroline Kuzemko, CSGR University of Warwick, Security, the State and Political Agency: Putting ‘Politics’ back into UK Energy, http://www.psa.ac.uk/journals/pdf/5/2012/381_61.pdf]
Both Hay (2007) and Flinders and Buller (2006) suggest that there are other forms that depoliticisation can take, or in the terminology of Flinders and Buller ‘tactics’ which politicians can pursue in order to move a policy field to a more indirect governing relationship (Flinders and Buller 2006: 296). For the purposes of understanding the depoliticisation of UK energy policy, however, two of Colin Hay’s forms of depoliticisation are most useful: the ‘… offloading of areas of formal political responsibility to the market…’ and the passing of policymaking responsibility to quasipublic, or independent, authorities (Hay 2007: 82-3). 1 What each of these forms of depoliticisation has in common is the degree to which they can serve, over time, to reduce political capacity by removing processes of deliberation and contestation, thereby reducing the ability for informed agency and choice. In that politics can be understood as being inclusive of processes of deliberation, contestation, informed agency and collective choice the lack of deliberation and capacity for informed agency would result in sub-optimal politics (Hay 2007: 67; cf. Gamble 2000; Wood 2011; Jenkins 2011). There seems little doubt that, with regard to energy as a policy area, the principal of establishing a more indirect governing system had become accepted by UK political elites. One of the very few close observers of UK energy policy from the 1980s to early 2000s claims that both Conservative and New Labour politicians had actively sought to remove energy from politics, making it an ‘economic’ subject: From the early 1980s, British energy policy, and its associated regulatory regime, was designed to transform a state-owned and directed sector into a normal commodity market. Competition and 1 "These"forms"are"referred"to"elsewhere"by"the"author"as"‘marketised’"and"‘technocratic’"depoliticisation"(Kuzemko" 2012b:").liberalization would, its architects hoped, take energy out of the political arena… Labour shared this vision and hoped that energy would drop off the political agenda…. (Helm 2003: 386) 2 As already suggested this paper considers the intention to depoliticise energy to have been reasonably successful. By the early 2000s the Energy Ministry had been disbanded, there was little or no formal Parliamentary debate, energy was not represented at Cabinet level, responsibility for the supply of energy had been passed to the markets, it was regulated by an independent body, and the (cf. Kuzemko 2012b). Furthermore, the newly formed Energy Directorate within the Department of Trade and Industry (DTI), which now had responsibility for energy policy, had no specific energy mandates but instead mandates regarding encouraging the right conditions for business with an emphasis on competition (Helm et al 1989: 55; cf. Kuzemko 2012b: 107). As feared by various analysts who write about depoliticisation as a sub-optimal form of politics, these processes of depoliticisation had arguably resulted in a lack of deliberation about energy and its governance outside of narrow technocratic elite circles. Within these circles energy systems were modelled, language was specific and often unintelligible to others, including generalist politicians or wider publics, and this did, indeed, further encourage a high degree of disengagement with the subject (cf. Kern 2010; Kuzemko 2012b; Stern 1987). Technical language and hiring practices that emphasised certain forms of economic education further isolated elite technocratic circles from political contestation and other forms of knowledge about energy. Arguably, by placing those actors who have been elected to represent the national collective interest at one remove from processes of energy governance the result was a lack of formal political capacity in this policy field. It is worth, briefly, at this point reiterating the paradoxical nature of depoliticisation. Whilst decisions to depoliticise are deeply political, political capacity to deliberate, contest and act in an issue area can be reduced through these processes. Depoliticisation has been an ongoing form of governing throughout the 20 th century it may (Burnham 2001: 464), however, be particularly powerful and more difficult to reverse when underpinned by increasingly dominant ideas about how best to govern. For example Hay, in looking for the domestic sources of depoliticisation in the 1980s and 1990s, suggests that these processes were firmly underpinned by neoliberal and public choice ideas not only about the role of the state but also about the ability for political actors to make sound decisions relating, in particular, to economic governance (Hay 2007: 95-99). Given the degree to which such ideas were held increasingly to be legitimate over this time period depoliticisation was, arguably, genuinely understood by many as a process that would result in better governance (Interviews 1, 2, 3, 15 cf. Hay 2007: 94; Kern 2010). This to a certain extent makes decisions to depoliticise appear both less instrumental but also harder to reverse given the degree to which such ideas become further entrenched via processes of depoliticisation (cf. Kuzemko 2012b: 61-66; Wood 2011: 7).

Speed is good—every minute of technological delay kills a million people
BOSTROM 2003 (Nick, Faculty of Philosophy, Oxford University, “Transhumanism FAQ,” October,  http://www.transhumanism.org/index.php/WTA/faq21/72/)
From this perspective, an improvement to the human condition is a change that gives increased opportunity for individuals to shape themselves and their lives according to their informed wishes. Notice the word “informed”. It is important that people be aware of what they choose between. Education, discussion, public debate, critical thinking, artistic exploration, and, potentially, cognitive enhancers are means that can help people make more informed choices. Transhumanists hold that people are not disposable. Saving lives (of those who want to live) is ethically important. It would be wrong to unnecessarily let existing people die in order to replace them with some new “better” people. Healthspan-extension and cryonics are therefore high on the transhumanist list of priorities. The transhumanist goal is not to replace existing humans with a new breed of super-beings, but rather to give human beings (those existing today and those who will be born in the future) the option of developing into posthuman persons. The non-disposability of persons partially accounts for a certain sense of urgency that is common among transhumanists. On average, 150,000 men, women, and children die every day, often in miserable conditions. In order to give as many people as possible the chance of a posthuman existence – or even just a decent human existence – it is paramount that technological development, in at least some fields, is pursued with maximal speed. When it comes to life-extension and its various enabling technologies, a delay of a single week equals one million avoidable premature deaths – a weighty fact which those who argue for bans or moratoria would do well to consider carefully. (The further fact that universal access will likely lag initial availability only adds to the reason for trying to hurry things along.)
Extinction first—every being has life, have to save the most lives possible
BERNSTEIN ‘2 
(Richard J., Vera List Prof. Phil. – New School for Social Research, “Radical Evil: A Philosophical Interrogation”, p. 188-192)
There is a basic value inherent in organic being, a basic affirmation, "The Yes' of Life" (IR 81). 15 "The self-affirmation of being becomes emphatic in the opposition of life to death. Life is the explicit confrontation of being with not-being. . . . The 'yes' of all striving is here sharpened by the active `no' to not-being" (IR 81-2). Furthermore — and this is the crucial point for Jonas — this affirmation of life that is in all organic being has a binding obligatory force upon human beings. This blindly self-enacting "yes" gains obligating force in the seeing freedom of man, who as the supreme outcome of nature's purposive labor is no longer its automatic executor but, with the power obtained from knowledge, can become its destroyer as well. He must adopt the "yes" into his will and impose the "no" to not-being on his power. But precisely this transition from willing to obligation is the critical point of moral theory at which attempts at laying a foundation for it come so easily to grief. Why does now, in man, that become a duty which hitherto "being" itself took care of through all individual willings? (IR 82). We discover here the transition from is to "ought" — from the self-affirmation of life to the binding obligation of human beings to preserve life not only for the present but also for the future. But why do we need a new ethics? The subtitle of The Imperative of Responsibility — In Search of an Ethics for the Technological Age — indicates why we need a new ethics. Modern technology has transformed the nature and consequences of human action so radically that the underlying premises of traditional ethics are no longer valid. For the first time in history human beings possess the knowledge and the power to destroy life on this planet, including human life. Not only is there the new possibility of total nuclear disaster; there are the even more invidious and threatening possibilities that result from the unconstrained use of technologies that can destroy the environment required for life. The major transformation brought about by modern technology is that the consequences of our actions frequently exceed by far anything we can envision. Jonas was one of the first philosophers to warn us about the unprecedented ethical and political problems that arise with the rapid development of biotechnology. He claimed that this was happening at a time when there was an "ethical vacuum," when there did not seem to be any effective ethical principles to limit ot guide our ethical decisions. In the name of scientific and technological "progress," there is a relentless pressure to adopt a stance where virtually anything is permissible, includ-ing transforming the genetic structure of human beings, as long as it is "freely chosen." We need, Jonas argued, a new categorical imperative that might be formulated as follows: "Act so that the effects of your action are compatible with the permanence of genuine human life"; or expressed negatively: "Act so that the effects of your action are not destructive of the future possibility of such a life"; or simply: "Do not compromise the conditions for an indefinite continuation of humanity on earth"; or again turned positive: "In your present choices, include the future wholeness of Man among the objects of your will." (IR 11)


GW- Short
 SMR’s alone are sufficient to solve emissions- global spillover
Rosner, Goldberg, and Hezir ’11 (Robert Rosner, Robert Rosner is an astrophysicist and founding director of the Energy Policy Institute at Chicago. He was the director of Argonne National Laboratory from 2005 to 2009, and Stephen Goldberg, Energy Policy Institute at Chicago, The Harris School of Public Policy Studies, Joseph S. Hezir, Principal, EOP Foundation, Inc., Many people have made generous and valuable contributions to this study. Professor Geoff Rothwell, Stanford University, provided the study team with the core and supplemental analyses and very timely and pragmatic advice. Dr. J’Tia Taylor, Argonne National Laboratory, supported Dr. Rothwell in these analyses. Deserving special mention is Allen Sanderson of the Economics Department at the University of Chicago, who provided insightful comments and suggested improvements to the study. Constructive suggestions have been received from Dr. Pete Lyons, DOE Assistant Secretary of Nuclear Energy; Dr. Pete Miller, former DOE Assistant Secretary of Nuclear Energy; John Kelly, DOE Deputy Assistant Secretary for Nuclear Reactor Technologies; Matt Crozat, DOE Special Assistant to the Assistant Secretary for Nuclear Energy; Vic Reis, DOE Senior Advisor to the Under Secretary for Science; and Craig Welling, DOE Deputy Office Director, Advanced Reactor Concepts Office, as well as Tim Beville and the staff of DOE’s Advanced Reactor Concepts Office. The study team also would like to acknowledge the comments and useful suggestions the study team received during the peer review process from the nuclear industry, the utility sector, and the financial sector. Reviewers included the following: Rich Singer, VP Fuels, Emissions, and Transportation, MidAmerican Energy Co.; Jeff Kaman, Energy Manager, John Deere; Dorothy R. Davidson, VP Strategic Programs, AREVA; T. J. Kim, Director—Regulatory Affairs & Licensing, Generation mPower, Babcock & Wilcox; Amir Shahkarami, Senior Vice President, Generation, Exelon Corp.; Michael G. Anness, Small Modular Reactor Product Manager, Research & Technology, Westinghouse Electric Co.; Matthew H. Kelley and Clark Mykoff, Decision Analysis, Research & Technology, Westinghouse Electric Co.; George A. Davis, Manager, New Plant Government Programs, Westinghouse Electric Co.; Christofer Mowry, President, Babcock & Wilcox Nuclear Energy, Inc.; Ellen Lapson, Managing Director, Fitch Ratings; Stephen A. Byrne, Executive Vice President, Generation & Transmission Chief Operating Officer, South Carolina Electric & Gas Company; Paul Longsworth, Vice President, New Ventures, Fluor; Ted Feigenbaum, Project Director, Bechtel Corp.; Kennette Benedict, Executive Director, Bulletin of the Atomic Scientist; Bruce Landrey, CMO, NuScale; Dick Sandvik, NuScale; and Andrea Sterdis, Senior Manager of Strategic Nuclear Expansion, Tennessee Valley Authority. The authors especially would like to acknowledge the discerning comments from Marilyn Kray, Vice-President at Exelon, throughout the course of the study, “Small Modular Reactors – Key to Future Nuclear Power”, http://epic.uchicago.edu/sites/epic.uchicago.edu/files/uploads/SMRWhite_Paper_Dec.14.2011copy.pdf, November 2011, LEQ)
As stated earlier, SMRs have the potential to achieve significant greenhouse gas emission reductions. They could provide alternative baseload power generation to facilitate the retirement of older, smaller, and less efficient coal generation plants that would, otherwise, not be good candidates for retrofitting carbon capture and storage technology. They could be deployed in regions of the U.S. and the world that have less potential for other forms of carbon-free electricity, such as solar or wind energy. There may be technical or market constraints, such as projected electricity demand growth and transmission capacity, which would support SMR deployment but not GW-scale LWRs. From the on-shore manufacturing perspective, a key point is that the manufacturing base needed for SMRs can be developed domestically. Thus, while the large commercial LWR industry is seeking to transplant portions of its supply chain from current foreign sources to the U.S., the SMR industry offers the potential to establish a large domestic manufacturing base building upon already existing U.S. manufacturing infrastructure and capability, including the Naval shipbuilding and underutilized domestic nuclear component and equipment plants. The study team learned that a number of sustainable domestic jobs could be created – that is, the full panoply of design, manufacturing, supplier, and construction activities – if the U.S. can establish itself as a credible and substantial designer and manufacturer of SMRs. While many SMR technologies are being studied around the world, a strong U.S. commercialization program can enable U.S. industry to be first to market SMRs, thereby serving as a fulcrum for export growth as well as a lever in influencing international decisions on deploying both nuclear reactor and nuclear fuel cycle technology. A viable U.S.-centric SMR industry would enable the U.S. to recapture technological leadership in commercial nuclear technology, which has been lost to suppliers in France, Japan, Korea, Russia, and, now rapidly emerging, China. 
Extinction- tipping point
Dyer ‘12 -- London-based independent journalist, PhD from King's College London, citing UC Berkeley scientists (Gwynne, "Tick, tock to mass extinction date," The Press, 6-19-12, l/n, accessed 8-15-12, mss)

Meanwhile, a team of respected scientists warn that life on Earth may be on the way to an irreversible "tipping point". Sure. Heard that one before, too. Last month one of the world's two leading scientific journals, Nature, published a paper, "Approaching a state shift in Earth's biosphere," pointing out that more than 40 per cent of the Earth's land is already used for human needs. With the human population set to grow by a further two billion by 2050, that figure could soon exceed 50 per cent. "It really will be a new world, biologically, at that point," said the paper's lead author, Professor Anthony Barnofsky of the University of California, Berkeley. But Barnofsky doesn't go into the details of what kind of new world it might be. Scientists hardly ever do in public, for fear of being seen as panic-mongers. Besides, it's a relatively new hypothesis, but it's a pretty convincing one, and it should be more widely understood. Here's how bad it could get. The scientific consensus is that we are still on track for 3 degrees C of warming by 2100, but that's just warming caused by human greenhouse- gas emissions. The problem is that +3 degrees is well past the point where the major feedbacks kick in: natural phenomena triggered by our warming, like melting permafrost and the loss of Arctic sea-ice cover, that will add to the heating and that we cannot turn off. The trigger is actually around 2C (3.5 degrees F) higher average global temperature. After that we lose control of the process: ending our own carbon- dioxide emissions would no longer be enough to stop the warming. We may end up trapped on an escalator heading up to +6C (+10.5F), with no way of getting off. And +6C gives you the mass extinction. There have been five mass extinctions in the past 500 million years, when 50 per cent or more of the species then existing on the Earth vanished, but until recently the only people taking any interest in this were paleontologists, not climate scientists. They did wonder what had caused the extinctions, but the best answer they could come up was "climate change". It wasn't a very good answer. Why would a warmer or colder planet kill off all those species? The warming was caused by massive volcanic eruptions dumping huge quantities of carbon dioxide in the atmosphere for tens of thousands of years. But it was very gradual and the animals and plants had plenty of time to migrate to climatic zones that still suited them. (That's exactly what happened more recently in the Ice Age, as the glaciers repeatedly covered whole continents and then retreated again.) There had to be a more convincing kill mechanism than that. The paleontologists found one when they discovered that a giant asteroid struck the planet 65 million years ago, just at the time when the dinosaurs died out in the most recent of the great extinctions. So they went looking for evidence of huge asteroid strikes at the time of the other extinction events. They found none. What they discovered was that there was indeed major warming at the time of all the other extinctions - and that the warming had radically changed the oceans. The currents that carry oxygen- rich cold water down to the depths shifted so that they were bringing down oxygen- poor warm water instead, and gradually the depths of the oceans became anoxic: the deep waters no longer had any oxygen. When that happens, the sulfur bacteria that normally live in the silt (because oxygen is poison to them) come out of hiding and begin to multiply. Eventually they rise all the way to the surface over the whole ocean, killing all the oxygen-breathing life. The ocean also starts emitting enormous amounts of lethal hydrogen sulfide gas that destroy the ozone layer and directly poison land- dwelling species. This has happened many times in the Earth's history.
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Military policy on energy isn’t subject to political debate 
Heslop ‘11 (Janelle, Analyst at GreenOrder and LRN Advsior Group, “3 Reasons Why the Military is Leading the Clean-Energy Change” 10/11/11) 

3. Even while national progress on energy policy stagnates in the midst of partisan debate, the military has the ability to make large, impactful and immediate investments in clean energy. This is because the military's commitment to renewable energy adoption, though fiscally subject to congressional approval, is not dictated by the same political discourse that is hindering the creation of a national energy bill. As a result, the military does not need to wait for the political debate to complete its course, and with its large purchasing power can confidently begin investing in a clean energy future now. In fact, the military's goals on energy are far more aggressive than what seems politically feasible in the civilian world in the near term and will likely stay that way for some time.

Funding for nuclear power is bipartisan
King et. al. ’11 (Marcus King , LaVar Huntzinger , Thoi Nguyen, CNA Think Tank, Environment and Energy Team, “Feasibility of Nuclear Power on U.S. Military Installations”, March 31, 2011, LEQ)
It is widely believed that the 1979 accident at the Three Mile Island Power Plant played a significant role in shaping negative public opin- ion about nuclear power, and that the incident along with economic conditions, contributed to a standstill in nuclear construction in the United States [8]. However, surveys taken in 2010 show that public opinion toward nuclear power has changed. One survey indicated that public acceptance moved from 49 percent in 1983 to 74 percent today; according to that survey, those who “strongly favor” nuclear energy now outnumber those who are “strongly opposed” by more than three to one [9]. Another opinion poll indicated that 62 percent of Americans favor nuclear power and that 28 percent strongly favor it [10]. Favorable public perception has contributed to bipartisan congressional interest in building new nuclear capacity. Congress has introduced several bills that provide funding for new nuclear research and incentives for the nuclear industry. 

Clinton is investing capital – not Obama
CNN Online 9/8/12 (“Clinton Sees Movement on Russia-US Trade Relations”) http://www.cnn.com/2012/09/08/world/europe/russia-clinton/
U.S. Secretary of State Hillary Clinton signaled Saturday that Congress could move to repeal Cold War-era legislation governing trade relations with Russia as soon as this month. Clinton's comments regarding the so-called Jackson-Vanik amendment came as she addressed business leaders in the Russian city of Vladivostok, where she is standing in for President Barack Obama at the head of the U.S. delegation to the APEC Economic Leaders' Meeting. "To make sure our companies get to compete here in Russia, we are working closely with the United States Congress to terminate the application to Jackson-Vanik to Russia and grant Russian Permanent Normalized Trade Relations," she said. "We hope that the Congress will pass on this important piece of legislation this month." The Jackson-Vanik amendment was passed in 1974 as a way of pressuring Russia to allow Soviet Jews to emigrate. With the collapse of the Soviet Union, that was no longer an issue, but legislators kept the amendment on the books to pressure Russia on other issues.

Obama isn’t investing capital
Needham 9/11/12 (Vicki, “Russia Trade Bill Stuck in Political Limbo” http://thehill.com/blogs/on-the-money/1005-trade/248827-russia-trade-bill-stuck-in-political-limbo
A Russia trade bill that would extend permanent normal trade relations with Moscow remained entrenched in political limbo on Tuesday. House leaders continue to argue that they aren't seeing the action needed from the Senate or the Obama administration to pass a bill, yet. "We have not come to a specific date for a vote on that," House Majority Eric Cantor (R-Va.) told reporters on Tuesday. Before leaving for the August recess, Cantor said he wanted to bring up the bill under suspension when Congress returned for its brief eight-day September session. "Unfortunately we don’t see the bipartisan coalition that we need in order to pass this," he said. 


Turn- military alternative energy specifically is popular- protected from debate
Davenport ’12 (Coral Davenport is the energy and environment correspondent for National Journal. Prior to joining National Journal in 2010, Davenport covered energy and environment for Politico, and before that, for Congressional Quarterly, “Pentagon's Clean-Energy Initiatives Could Help Troops—and President Obama”, http://www.nationaljournal.com/pentagon-s-clean-energy-initiatives-could-help-troops-and-president-obama-20120411?mrefid=site_search, April 11, 2012, LEQ)

The Pentagon plans to roll out a new slate of clean- and renewable-energy initiatives on Wednesday as part of its long-term “Operational Energy Strategy” aimed at reducing the military’s dependence on fossil fuels while increasing its front-line fighting power. The moves are in keeping with a sustained push by the military in recent years to cut its dependence on oil, which costs the Pentagon up to $20 billion annually and has led to the deaths of thousands of troops and contractors, killed while guarding fuel convoys in Iraq and Afghanistan. Some renewable-energy projects at the Defense Department are already paying big dividends. Pentagon efforts to research and deploy products like hybrid batteries for tanks have enabled combat vehicles to travel farther without refueling, while advances in portable solar generation have allowed troops on the front lines in Afghanistan to power housing and electronic facilities without requiring fuel convoys to make dangerous drives through hostile territory to deliver the diesel required for traditional generators. It doesn’t hurt that the initiatives also tie in politically with President Obama’s unwavering support for clean energy on the campaign trail—even as Republicans continue to attack him almost daily on energy issues. GOP and conservative “super PACs” have no problem hitting Obama for his support of renewable-energy programs in the wake of the bankruptcy of Solyndra, the solar panel company that cost the federal government $535 million in loan guarantees from the economic stimulus law. But politically, it’s a lot harder for traditionally hawkish Republicans to criticize the Pentagon’s embrace of renewable power, which Defense officials have repeatedly made clear is not being done in the interest of an environmental agenda, but rather to increase security and fighting capability on the front lines. Defense officials have also emphasized that much of the funding for the Pentagon’s renewable-energy initiatives won’t come from taxpayer dollars. On Tuesday, a Defense official said that the construction of renewable-electricity plants for Army and Air Force bases–which the official said could cost up to $7 billion—will be privately financed.

[bookmark: _GoBack]Government already funded new large-reactors- triggers the disad- but doesn’t solve the aff
Biello ’12 (David Biello, Award-winning journalist writing primarily about the environment and energy. I’ve been writing for Scientific American since November 2005 and have written on subjects ranging from astronomy to zoology for both the Web site and magazine. I’ve been reporting on the environment and energy since 1999—long enough to be cynical but not long enough to be depressed. I am the host of the 60-Second Earth podcast, a contributor to the Instant Egghead video series and author of a children’s book on bullet trains. I also write for publications ranging from Good to Yale e360, speak on radio shows such as WNYC’s The Takeaway, NHPR’s Word of Mouth, and PRI’s The World as well as host the duPont-Columbia award winning documentary “Beyond the Light Switch” for PBS, “Nuclear Reactor Approved in U.S. for First Time Since 1978”, http://www.scientificamerican.com/article.cfm?id=first-new-nuclear-reactor-in-us-since-1978-approved&page=2, February 9, 2012, LEQ)

NEW CONSTRUCTION: The U.S. government approved plans to build two new nuclear reactors of a new design in Georgia. Significant work has already taken place, including beginning the construction of the reactor vessel's bottom as seen here. Image: Courtesy of Southern Co. Years of shifting and smoothing Georgia red clay paid off today, as the U.S. Nuclear Regulatory Commission (NRC) voted to allow construction of two new nuclear reactors (pdf) at the Plant Vogtle nuclear power station near Augusta. Atlanta–based utility giant Southern Co. will soon have permission to complete construction and operate two AP1000 type nuclear reactors designed by Westinghouse. But what were initially lauded as the first reactors of a nuclear renaissance when proposed are more likely to be the exceptions that prove the rule of no new nuclear construction in the U.S. Only this twin set of reactors in Georgia, another pair in South Carolina and the completion of an old reactor in Tennessee are likely to be built in the U.S. for at least the next decade. "We won't build large numbers of new nuclear plants in the U.S. in the near term," says Marvin Fertel, president of the Nuclear Energy Institute, a lobbying group for the nuclear industry. The problem is twofold: electricity demand in the U.S. is not growing and natural gas, which can be burned to generate electricity, is cheap. As a result, utilities are building more natural gas–burning turbines rather than more expensive nuclear power plants. "Today, you ought to build gas," Fertel admits. But "you don't want to build only gas." That may become even truer as old coal-fired power plants are forced to retire by new pollution rules and/or natural gas prices rebound. Given the long lead times required to gain permits and actually build a nuclear power plant, however, five new reactors may be as many as the U.S. will see erected during this decade. "If they are built, I suspect all of them are post-2020," says Fertel of other reactor applications awaiting NRC review. In fact, the only reason utilities in Georgia and South Carolina are building the new reactors is because the governments in those states have allowed them to pre-charge customers for their cost. Southern Co. is already charging customers $3.73 per month for the reactors' construction, expected to cost roughly $14 billion, and may receive a more than $8-billion loan guarantee from the federal government. In the absence of a national government policy that puts a premium on electricity generation that results in fewer emissions of greenhouse gases, there is little incentive to build nuclear power plants in the U.S. "If we get back to the carbon discussion, that will have an effect on new plants that are built," argues Bill Johnson, CEO of Progress Energy, one of the utilities filing for a construction license but with no plans to actually build a nuclear power plant in the near future. "Nuclear can't compete today. Other than the Watts Bar unit No. 2 in Tennessee, which will simply be the completion of a reactor that started construction in the 1970s, the four new plants will all employ a novel design—the AP1000. They will be the first to employ so-called passive safety features, or technology that kicks in with or without human intervention. In the case of the AP1000 that means cooling water sits above the reactor core and, in the event of a meltdown like the ones at Fukushima Daiichi, will flow via gravity into the core to cool it with the automatic opening of a heat-sensitive valve. Furthermore, although the thick steel vessel containing the nuclear reactor is encased in a shell of 1.2-meter-thick concrete, that shell is itself surrounded by a building that is open to the sky. Should the concrete containment vessel begin to heat up during a meltdown, natural convection would pull cooling air inside. The NRC initially rejected that open-air building for a lack of structural strength. The U.S. regulator argued that it would not withstand a severe shock such as an earthquake or airplane impact because it was initially planned to be built from prefabricated concrete and steel modules to save money. The NRC approved a modified design (pdf) in December that employs more steel reinforcement, among other changes. Nevertheless, NRC Chairman Gregory Jaczko voted against approving the license for the two reactors at Vogtle today unless they incorporated a "binding obligation that these plants will have implemented the lessons learned from the Fukushima accident before they operate." The commission also required more inspection and testing of the explosive-opened valves that would allow venting in case of an accident. Already, the Shaw Group facility in Lake Charles, La., a nuclear equipment supplier, has begun churning out gear for the new nuclear power plants. A "mini skyscraper," in the words of Westinghouse CEO Aris Candris, has been built at Vogtle to allow for final assembly of the modules that will reach the site by truck or rail. "Both sites are as ready as you can be," he adds. "Rebar is sitting outside the hole ready to go." A global revival of interest in nuclear power technology remains underway, despite the April 2011 meltdowns at Fukushima Daiichi in Japan. China is already building four AP1000s and more than 20 other reactors currently—and many other countries are considering new plant construction, from the Czech Republic to India. But in the U.S., even just to maintain the current fleet of 104 reactors, which provide 20 percent of the nation's electricity supply, would require building as many replacement reactors by 2030. In fact, nuclear power production may shrink in the U.S. before it grows. Aging reactors, even with life extensions of another two decades, will begin to drop off the grid in coming years. "Twenty years is the blink of an eye for 100 gigawatts. The time is now to begin to deploy new nuclear," says David Christian, CEO of Virginia-based utility Dominion Generation, although his company has no plans to do so before the end of the decade. "We're in danger of missing that window."
It’ll be linked to Magnitsky – 
Chicago Tribune 9/19/12 (“USTR Kirk Eyes Vote on Russia Trade Bill After Election”) http://articles.chicagotribune.com/2012-09-19/news/sns-rt-us-usa-russia-tradebre88i0t4-20120919_1_pntr-bill-magnitsky-odds-with-wto-rules
The 1974 Jackson-Vanik amendment tied the most favorable U.S. tariff rates to the rights of Jews in the former Soviet Union to emigrate freely. Russia has been in compliance with Jackson-Vanik for nearly two decades. But the measure remains on the books, at odds with WTO rules that members provide each other normal trade relations on an unconditional basis. Lawmakers are expected to attach legislation to the PNTR bill that would direct the executive branch to impose sanctions on individual human rights abusers in Russia and potentially other countries around the world. Moscow opposes that new legislation, known as the Magnitsky bill after a Russian anti-corruption lawyer who died in a Russian jail.

Russia Impact D



Russian relations resilient – relationship defined by divergent cycles
Fenenko 11 (6/21/11, Alexei, leading researcher at the Russian Academy of Sciences' Institute for International Security, “The Cyclical Nature of Russian-American Relations,” http://en.rian.ru/valdai_op/20110621/164739508.html)

There is nothing special or unusual about the current difficulties. Over the past twenty years, both Russia and the United States have experienced several cycles of convergence and divergence in their bilateral relations. It seems that Moscow and Washington are doomed to repeat these cycles time and again. Such changes in bilateral relations are no mere coincidence. Russia and the United States base their relations on mutual nuclear deterrence. The material and technical foundations for Russian-American relations differ little from those underpinning the Soviet-American relations of the 1980s. Thus, these cycles of Russian-American rapprochement are due to two factors. First comes the desire to consistently reduce aging nuclear systems so that during disarmament neither party risked destroying the military-strategic parity. Second, the reaction to a major military-political crisis after which the parties seek to reduce confrontation and update the rules of conduct in the military-political sphere. After confronting these tasks, Russia and the United States returned to a state of low intensity confrontation. The first rapprochement cycle was observed in the early 1990s. Yeltsin’s government needed U.S. support in recognizing Russia within the 1991 borders of the RSFSR. Boris Yeltsin also needed U.S. assistance in addressing the problem of the Soviet “nuclear legacy” and taking on the Supreme Council. The administrations of George Bush Senior and Bill Clinton were willing to help the Kremlin solve these problems. However, the Americans demanded major strategic concessions from Russia in return, outlined in START-III: making the elimination of heavy intercontinental ballistic missiles a priority. The parties reached an unofficial compromise: U.S. recognition of the Russian leadership in exchange for the rapid decrease in Russia’s strategic nuclear forces (SNF). However, the stronger Russian state institutions became, the weaker the impetus to the rapprochement. In autumn 1994, Russia refused to ratify the original version of START-II and declared NATO’s eastward expansion unacceptable. The United States adopted the concept of “mutually assured safety” (January 1995) under which Russia’s democratic reforms qualified as inseparable from continued armament reduction. The “Overview of U.S. nuclear policy” in 1994 also confirmed that America deemed Russian strategic nuclear forces a priority threat. The crises that unfolded during the late 1990s in Iran and Yugoslavia were, like NATO expansion, the logical results of a restoration of the old approach to Soviet-American relations. It was actually the events of 1994, not 2000, that in fact predetermined the subsequent development of Russian-American relations. The second cycle of Russian-American rapprochement was also rooted in strategic considerations. In 2000 START-II and the ABM Treaty collapsed. Both Washington and Moscow were faced with the problem of their agreed decommissioning of nuclear systems dating back to the 1970s. These events pushed presidents Vladimir Putin and George W. Bush to reach a strategic compromise at a meeting in Crawford (12 November 2001). The United States agreed to sign a new Strategic Offensive Reductions Treaty (SORT), and Russia did not object to Washington’s withdrawal from the ABM Treaty. Instead of the ABM Treaty, the parties signed the Moscow Declaration on May 24, 2002, under which the United States pledged to consult with Russia on all issues pertaining to missile defense deployment. However, after the “compromise at Crawford,” the agenda for Russian-American rapprochement was exhausted. The disputes between Moscow and Washington//// over Iraq, Iran, Georgia, Ukraine and Beslan, which had been gathering steam since 2003, necessitated a return to the traditional format for Russian-American relations. At the Bratislava meeting (February 24, 2005) President Vladimir Putin refused to accept George W. Bush’s suggestion of including issues of fissile material safety in the agenda. Since then, the “rapprochement” between Russia and the U.S. has reached a dead end, including at the official level. 





